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Administrative

Worksheet 1 posted

: Linked on the syllabus and in the Teams
assignment

i https://soci620.netlify.app/worksheets/ws1.Rmd

More R resources
: RYouWithMe from R-Ladies Sydney

A very different approach from the “fasteR” tutorial, with
screenshots and videos

Labs
: Still TBD (I got sick and haven’t set these up yet)



https://soci620.netlify.app/worksheets/ws1.Rmd
https://rladiessydney.org/courses/ryouwithme/

Probability
distributions



A discrete distribution

Probability mass function (PMF) ﬁﬁ?

Sum of two fair dice:
Categorical distribution

#

Probability
0.10 0.15

0.05

0.00

2 3 2 5 6 7 8 9 10 11 12
Roll

Support: integers from 2 to 12 (discrete)



A continuous distribution

Probability density function (PDF) CLLIOILIN

Time between Metro arrivals:
Exponential distribution (A=1/12)

Probability
0.06 0.08

0.04

0.02

0.00

0 5 10 15 20 25 30
Minutes

Support: non-negative, real [0,)



A discrete bivariate distribution

Contingency table

Questions measuring authoritarian attitudes:
Bivariate categorical distribution

X2

Women should have to promise

to obey their husbands when they

get married.
Agree Disagree
Gays and
lesbians are just Agree O . 05 O . 53
1 as healthy and
moral as
anybody else. Disagree 0.33 0.09

Joint probability distributions measure probability

across multiple variables and the association

between those variables.

Pr(X1=A, X2=A) = 0.05
Pr(X1=D, Xo=A) = 0.33

Pr(X1=A, X2=D) = 0.53
Pr(X1=D, X>=D) = 0.09




A discrete bivariate distribution

| Disagree 0.33 0.09

Conditional probability: measures probability of one
variable in a joint distribution, holding the other constant

Agree Disagree

0.33 0.09
= 0.79 — 0.21

Pr(X2| X1=D) x: = Disagree|0-33 + 0.09 0.33 4+ 0.09




A discrete bivariate distribution

| 038 | 0.62 |

Marginal probability: measures probability of one variable In
a joint distribution, across all possible values of the other

Agree Disagree

Pr(X2)| 0.5 + 0.33 =0.38 [0.53 + 0.09 = 0.62




A continuous bivariate distribution

1.2 0.5

X ~ Norm |y = (0,2),% = 05 08




ome common dadistributrions

Type Parameters  Support
Binomial Discrete n,p [0,...,n}
Poisson Discrete A {0,1,2,...}
Geometric Discrete p {0,1,2,...}
Normal
(Gaussian) Continuous U, o (—00,00)
Cauchy Continuous Xo, Y (—o0,00)
Beta Continuous a, B [0,1]
Exponential Continuous A [0,00)

(Statisticians have devised and named many distributions over time.
See https://en.wikipedia.org/wiki/List of probability distributions for an incomplete list)



https://en.wikipedia.org/wiki/List_of_probability_distributions
https://en.wikipedia.org/wiki/List_of_probability_distributions

Probability
models



Describing models

A language for describing probabilistic models
Using probability distributions to link our (known) data with
our (unknown) parameters allows succinct communication

Data

Example from last week: / \

Estimating the unemployment Y ~ Binom(n, p)
rate p from count of unemployed
(Y) in our sample of n individuals p ~ Unlf 0. 1

T TT

Hyperparameters

Parameter



Describing models

A language for describing probabilistic models
Using probability distributions to link our (known) data with
our (unknown) parameters allows succinct communication

Example from last week: _
Estimating the unemployment Y ~ Binom(n, p)
rate p from count of unemployed _
(Y) in our sample of n individuals p ~ Unlf(O, 1)

Y ~ Binom(n, p)
Changes to model are clear: p ~ Beta(1.01,1.01)



summarizing
random
variables



ummarizing distriburions

Communicating the shape of a distribution
Probability distributions like those that result from
Bayesian analysis are complex

Probability
1.5 2.0

1.0

0.5

0.0

0.0 0.2 0.4 0.6 0.8 1.0
Beta(4, 1.5)



ummarizing distriburions

Point summaries
Describe the “center” of the distribution
Mean, median, and mode all have different meanings

Probability
1.0 1.5 2.0

0.5

0.0

0.0 0.2
Beta(4, 1.5)



ummarizing distriburions

Point summaries

Mean
i Colloquially: “average”

: Accounts for magnitude
of all data

i Sensitive to outliers

Median
: 50th percentile

i Not sensitive to outliers

Mode

: Value of X with highest
density

i “Maximum likelihood”




ummarizing distriburions

Credible intervals
describe the “spread”
of a distribution.

Probability
2.0

1.5

Percentile (aka quantile)
intervals leave the same
amount Of denSity on either % 80% percentile interval
end of the distribution.

Probability
2.0

Highest posterior density o
intervals find the narrowest ° 80% highest posterior
possible interval. density interval




